
321

Northwestern Med J. 2026;6(1):321-331
DOI: 10.54307/NWMJ.2026.182

2026
6
1

321
182

Research Articles

Evaluation of the accuracy of ChatGPT-generated 
information in the field of general audiology

Gökçe Saygı Uysal1 , Aykut Özdoğan1 , Zülküf Küçüktağ1 , Esma Altan1

1Department of Otorhinolaryngology-Head and Neck Surgery, Ministry of Health Etlik City Hospital, Ankara, Türkiye

Cite as: Saygı Uysal G, Özdoğan A, Küçüktağ Z, Altan E. Evaluation of the accuracy of ChatGPT-generated information in the field of general 
audiology. Northwestern Med J. 2026;6(1):321-331.

ABSTRACT

Aim: This study evaluates the accuracy and reliability of ChatGPT’s responses to open-ended questions in otology and 
audiology, focusing on its potential use in training ear, nose, and throat (ENT) professionals. As artificial intelligence 
(AI) applications like ChatGPT become more accessible to healthcare professionals and the public, ensuring that the 
information provided is reliable, accurate, and reproducible is crucial, especially in the medical field.

Materials and Methods: In March 2024, 60 audiology-related questions, categorized as ‘general audiology,’ ‘hearing,’ 
and ‘balance,’ were posed twice using ChatGPT (version 4) on the same computer to assess reproducibility. The responses 
were recorded as the '1st' and '2nd' answers. Three ENT specialists independently evaluated the answers to ensure 
accuracy, with a third reviewer specializing in audiology assessing the agreement between the responses. Answers were 
categorized as 1 (completely correct), 2 (partially correct), 3 (mixed accuracy), or 4 (incorrect). Analyses were conducted 
separately for each subgroup.

Results: Statistically significant difference was found between the two responses in general audiology questions (p = 
0.008) and across all responses collectively (p = 0.002), while no significant difference was observed in hearing and 
balance questions (p > 0.05). The second responses had higher accuracy rates, with 65%, 80%, and 70% accuracy for 
general audiology, hearing, and balance areas, respectively.

Conclusion: ChatGPT's second responses were more accurate and reliable, making it a valuable resource for clinicians 
despite occasional misleading answers. With continued advancements, AI is expected to become a more reliable tool in 
audiology. 
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INTRODUCTION

Artificial intelligence applications have recently 
developed rapidly and have become available in 
the field of health and medical sciences as well as in 
many other fields. Since these applications can be 
accessed by health professionals and all segments 
of the society, it is thought that they may indirectly 
affect human health. Therefore, it is very important 
that the information provided by such applications is 
reliable, accurate and reproducible for its applicability 
in medical fields. 

One of the most recent artificial intelligence 
applications is the Chat Generative Pre-trained 
Transformer (ChatGPT) program. 

ChatGPT is a new artificial intelligence model designed 
to generate human-like conversational dialog and 
can generate answers to textual inputs/questions 
from a large database of information (websites, 
books and recent articles) (1-3). ChatGPT, which has 
a large language model trained by Open AI (Artificial 
Intelligence) on internet-sourced data and a very large 
information source, has a highly developed ability to 
answer questions and translate between languages, as 
well as the ability to create conversations on various 
topics. Thanks to this feature, it can be used in both 
medical and non-medical fields (1-4). 

Since applications in the medical field and the 
information sources accessed require high 
responsibility and reliability, it is of great importance 
to develop an artificial intelligence model with accurate 
and reliable medical knowledge (5). There are studies 
evaluating the ChatGPT application in terms of medical 
exams, clinical evaluation and diagnosis, and article 
writing (6-9). 

While some researchers consider the medical 
information provided by ChatGPT to be valuable, 
others have distanced themselves from this issue due 
to misuse during medical writing, security, plagiarism, 
inability to ensure the accuracy of the information and 
legal problems that may arise (10-12). 

When the studies in the field of Ear, Nose and Throat 
Diseases (ENT) are reviewed; artificial intelligence 

studies have been reported in clinical grading 
systems, evaluation of cochlear implant function, 
clinical management of parathyroid gland diseases, 
prediction of clinical prognosis of some diseases, and 
determination of accuracy and reliability of information 
about head and neck cancers (4,6,13). In the field of 
audiology, there are a limited number of studies on 
ChatGPT (14,15).

Our aim in this study is to determine the accuracy 
and reliability of ChatGPT's answers to open-ended 
questions posed in the field of otology and audiology 
and subdivided into subgroups within the field and 
to determine whether this artificial intelligence 
application can be used in the training of ENT 
professionals.

MATERIAL AND METHOD

In March 2024, 60 questions related to the field of 
audiology were asked to ChatGPT (Chat GPT version 4) 
in 3 sub-headings. 

The questions to be used in the study were categorized 
in 3 basic areas: 'general audiology', 'hearing' and 
'balance'. The questions were adapted from general 
ENT and audiology reference books and questions used 
in board examinations. A total of 60 questions were 
prepared, 20 open-ended questions in English in each 
field. 

An example question for each subheading area is 
provided below: 

1.	 What is the concept of audiometric zero? Please 
explain.

2.	 Please explain the clinical signs and symptoms of 
vestibular neuritis. 

3.	 What are the current treatment modalities for 
sudden hearing loss?

The questions were asked twice, one after the other, 
from the same computer, each time with a 'new 
chat' function to assess reproducibility. The answers 
were recorded as '1st and 2nd answer' (shown in the 
Supplementary File). 

https://acrobat.adobe.com/id/urn:aaid:sc:AP:c9fbf95b-0351-475f-b7b4-4d52b9e4dc96


Northwestern Med J. 2026;6(1):321-331

323

All answers from the ChatGPT were evaluated by 3 
different, active, ENT specialists (reviewers) who were 
not in contact with each other during the evaluation 
phase. All questions were checked simultaneously by 
3 different reviewers to exclude individual factors, to 
minimize the margin of error of the examiners and to 
ensure that the answers were evaluated accurately. 
The agreement between the 1st and 2nd answers was 
assessed by the 3rd reviewer (an expert with specific 
studies in audiology). 

In order to ensure standardization in the evaluation of 
the answers, the answer categorization determined 
in a previous study by Kuşcu et al. was used (4). 
According to this scheme, answers were categorized 
as 1 (Completely correct), 2 (Partially correct), 3 
(A mix of accurate and inaccurate/misleading), 4 
(Completely incorrect/ irrelevant). All analyses were 
performed separately for all questions according to the 
subheadings in each of the three groups.

Statistical analysis

The analysis of the data included in the study was 
performed with SPSS (Statistical Program in Social 
Sciences) 27 program. Descriptive statistics were 
calculated as number, percentage, mean, standard 
deviation, median and min-max. 

Inter-measurement consistencies and analyses were 
determined by intraclass correlation coefficient (ICC, 
intraclass correlation coefficient: 0.80-1.0 very high 

correlation) and Kruskall Wallis H Test and Wilcoxon 
Sign Test (p; statistical significance, p<0.05; there is a 
statistically significant difference between groups). 

RESULTS

Harmonization between reviewers

When the responses received from ChatGPT were 
analyzed by three reviewers, the intra-group ICC was 
used to examine the consistency of the reviewers' 
decisions. For answer 1, the ICC is 0.994, while for 
answer 2, the ICC is 0.991, indicating that the raters are 
highly consistent in their decisions for both answers. 
(Table 1)

Table 1 presents the classification of responses to 
questions by three independent reviewers,. Both the 
first and second responses were evaluated separately, 
and inter-reviewer agreement was analyzed using 
p-values and intraclass correlation coefficients (ICC).

For the first responses, the proportion of responses 
deemed completely correct ranged from 65.0% to 66.7% 
across reviewers. Partially correct responses accounted 
for 26.7% to 28.3%, while mixed responses were 
minimal (1.7%), and completely incorrect responses 
were only 5.0%. The p-value was calculated as 0.918, 
indicating no statistically significant differences among 
reviewers’ classifications. Furthermore, the ICC value 
of 0.994 demonstrates an exceptionally high level of 
inter-rater reliability for the first responses.

Table 1. Harmonization between reviewers

Questions Completely 
correct, n%

Partially 
correct, n%

Mix of accurate 
- inaccurate/

misleading, n%

Completely incorrect/ 
irrelevant, n% p ICC

Total 1. Answer 1 39(65.0) 17(28.3) 1(%1.7) 3(5.0) .918 .994

2 40(66.7) 16(26.7) 1(%1.7) 3(5.0)

3 40(66.7) 16(26.7) 1(%1.7) 3(5.0)

2. Answer 1 43(71.7) 13(21.7) 4(6.7) .980 .991

2 43(71.7) 12(20.0) 5(8.3)

3 43(71.7) 12(20.0) 5(8.3)
ICC: intraclass correlation coefficients.
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Similarly, for the second responses, completely 
correct answers were consistently rated at 71.7% by 
all reviewers. Partially correct classifications ranged 
between 20.0% and 21.7%, while mixed responses 
varied slightly from 6.7% to 8.3%. Notably, completely 
incorrect or irrelevant responses were absent in 
this round. The p-value of 0.980 again indicates no 
statistically significant differences between reviewers, 
and the ICC value of 0.991 reflects a strong level of 
agreement.

Repeatability 

The questions were asked twice to the Chat GPT and 
it was examined whether the 1st and 2nd answers 
were compatible with each other, in other words, 
the repeatability of the application. This evaluation 
was done separately for each question category. The 
Wilcoxon sign test was used to compare whether 
there was a statistically significant difference between 
the 1st and 2nd answers in all areas. The rates of 
agreement in the answers to the questions asked 
in each of the three fields were 65% (13 compatible, 
7 incompatible answers), 90% (18 compatible, 2 
incompatible) and 80% (16 compatible, 4 incompatible 
answers) for general audiology, hearing and balance 
fields, respectively. 

When evaluated in terms of all categorized answers, a 
statistically significant difference was found between 
the 1st and 2nd answers (p=0.002). When analyzed 
according to the sub-headings, a statistically significant 
difference was found between both answers, 

especially in general audiology questions (p=0.008). 
No significant difference was found in the other two 
sub-headings (p>0.05) details are shown in table 2.

Table 2 illustrates the concordance between ChatGPT’s 
first and second answers (harmony) and the accuracy 
rates of those answers according to expert evaluations 
(controller compliance). For each subheading (General 
Audiology, Hearing, and Balance), it reports both the 
number and percentage of concordant answers, the 
accuracy of each answer, and the p values for their 
comparison.

Concordance Rates (1st vs. 2nd answers):

•	 General Audiology: 65% concordance (13/20), p = 
0.008 → Significant difference

•	 Hearing: 90% concordance (18/20), p = 0.157 → 
Not significant

•	 Balance: 80% concordance (16/20), p = 0.083 → 
Not significant

•	 Total: 78% concordance (47/60), p = 0.002 → 
Overall significant difference

Accuracy According to Expert Evaluations (1st & 
2nd answers):

•	 The 1st answers were found to be 95–100% 
accurate across all areas.

•	 The 2nd answers showed similarly high accuracy 
rates (97–100%).

Table 2. Concordance analysis of 1st and 2nd answers from ChatGPT

Subject Harmony Controller Compliance

n(%) 1. Answer, n(%) 2. Answer, n(%)

General Audiology 13(%65) 20(%100) 19(%95)

P .008* 1.00 .992

Hearing 18(%90) 20(%100) 20(%100)

P .157 1.00 1.00

Balance 16(%80) 19(%95) 20(%100)

P .083 .950 1.00

Total 47(%78) 59(%98) 58(%97)

P .002* .979 .998
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•	 No significant differences were detected between 
these accuracy rates (p > 0.9).

Overall, ChatGPT’s first and second answers exhibit 
a high level of concordance (78%). However, in the 
General Audiology domain there is a statistically 
significant difference between the two rounds 
of answers (p = 0.008), suggesting slightly lower 
repeatability in this area. Expert evaluations confirm 
that both sets of answers are largely accurate, 
underscoring the high quality of content. In conclusion, 
ChatGPT’s responses are generally consistent and 
reliable, though some subdomains—especially 
General Audiology—may require closer attention to 
repeatability.

Evaluation of answers according to categorization 
- accuracy rates

All three reviewers evaluated 2 answers each as 
completely wrong (4) for the 1st answers in the general 
audiology domain, no completely wrong (4) evaluation 
was made for the 2nd answers. In the field of hearing, 
no completely wrong (4) assessment was made for 
answers 1 and 2. In the field of balance, 1 answer was 
evaluated as completely wrong (4) by all 3 controllers 
for the 1st answers (5%). In the 2nd answers, no 
completely wrong (4) assessment was made. 

It was observed that the accuracy rates of the 2nd 
answers were higher for all subheadings. Based on the 
2nd answers, the accuracy rates were 65%, 80% and 
70% for general audiology, hearing and balance areas, 
respectively. 

Details are shown in Table 3.

Commentary on Table 3:

•	 General Audiology:

•	 In the 1st answers, 65% were completely correct 
(category 1) and 10% were completely incorrect 
(category 4).

•	 In the 2nd answers, the completely correct rate 
remained at 65%, while completely incorrect 
responses dropped to 0%.

•	 This suggests that critical errors present in the 
first round were corrected in the second.

•	 ICC = 0.985 and p = 0.944 confirm high inter 
rater consistency and no significant change in 
category distribution.

•	 Hearing:

•	 In the 1st answers, 75% were completely correct 
and none were completely incorrect.

•	 In the 2nd answers, the completely correct rate 
rose to 80%, with 0% completely incorrect.

•	 ICC = 1.00 and p = 1.00 indicate perfect 
agreement and no distributional differences 
between rounds.

•	 Balance:

•	 In the 1st answers, 55% were completely correct 
and 5% completely incorrect.

•	 In the 2nd answers, the completely correct rate 
increased to 70%, and completely incorrect 
responses were eliminated.

•	 ICC = 0.992 and p = 0.950 again demonstrate very 
high agreement and stable category distributions.

The elimination of completely incorrect responses and 
the stable or improved rates of completely correct 
answers in the second round indicate that ChatGPT’s 
likelihood of critical errors decreases on repeat 
questioning. The consistently high ICC values across all 
fields further underscore strong inter rater reliability. 
In sum, Table 3 shows that the second answers are at 
least as accurate—and often more accurate—than the 
first ones, with a significantly reduced error rate.

DISCUSSION 

Artificial intelligence applications have started to 
be used in many fields such as technology, industry, 
software and health. The use of artificial intelligence 
applications in the field of health constitutes an area 
where not only health professionals who are trained and 
serve in this field, but also individuals from all segments 
of society can easily access information because it is 
easily accessible and can be concluded quickly. Fast 
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and easy access to this summary information may also 
bring along misguidance of patients / patient relatives 
and possible ethical problems. 

In the literature, there are studies on whether ChatGPT 
application can be a source of information for clinicians 
in different medical fields, health professionals in the 
learning process and patients / patient relatives, and 
in the study of Ayoub et al. It was noted that ChatGPT 
may contradict basic knowledge when giving medical 
advice, and this may create problems in terms of 
patient safety (16).

In the field of ENT, there are studies on the applicability 
of Chat GPT in different areas such as evaluation of 
clinical prognosis, staging of the disease, and diagnosis 
(1-6,13,17 -20).

It has the potential to provide rapid access to topics 
related to their fields for professionals receiving ENT 
specialty training and to be a resource for exams. For 
this reason, the study by Park et al. demonstrated 
that the interest in ChatGPT has increased in ENT 
education as in other medical fields (21). In this study, 
the effectiveness of ChatGPT in supporting clinical 
decisions, patient education, assisting in research and 
literature review was investigated and it was concluded 
that ChatGPT provides important information in clinical 
applications, but it has disadvantages such as data 
reliability, inability to perform physical examination 
and inaccurate information (21). 

In the study of Qu et al. (6), it was reported that 
ChatGPT was inadequate as a diagnostic tool, in the 
study of Brennan et al. (22) it was reported to be a 
good supplementary source in ENT education, but in 
the study of Hoch et al. (8) it was reported to have 

Table 3. Evaluation of ChatGPT's responses by category in each field

Questions 1 
n(%)

2
n(%)

3
n(%)

4
n(%)

p ICC

General Audiology 1. Answer 1 13(65.0) 5(25.0) 2(10.0) 1.00 1.00

2 13(40.0) 5(26.7) 2(13.3)

3 13(40.0) 5(26.7) 2(13.3)

2. Answer 1 13(65.0) 4(20.0) 3(15.0) .944 .985

2 13(65.0) 3(15.0) 4(20.0)

3 13(65.0) 3(15.0) 4(20.0)

Hearing 1. Answer 1 15(75.0) 5(25.0) 1.00 1.00

2 15(75.0) 5(25.0)

3 15(75.0) 5(25.0)

2. Answer 1 16(80.0) 3(15.0) 1(5.0) 1.00 1.00

2 16(80.0) 3(15.0) 1(5.0)

3 16(80.0) 3(15.0) 1(5.0)

Balance 1. Answer 1 11(55.0) 7(35.0) 1(5.0) 1(5.0) .950 .992

2 12(60.0) 6(30.0) 1(5.0) 1(5.0)

3 12(60.0) 6(30.0) 1(5.0) 1(5.0)

2. Answer 1 14(70.0) 6(30.0) 1.00 1.00

2 14(70.0) 6(30.0)

3 14(70.0) 6(30.0)

ICC: Intraclass Correlation Coefficient, p; Kruskall Wallis H Test p value.
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low accuracy rates in multiple-choice questions in 
ENT board exams. As a result, it has been reported 
in various studies that Chat GPT as a diagnostic tool 
shows a lower accuracy rate in diagnosis and triage 
compared to clinicians (6,8,23,24).

In the literature, there are studies evaluating the 
accuracy of answers by posing questions to artificial 
intelligence, as well as studies comparing different 
search engines (24,25).

In a study on balance, benign paroxysmal positional 
vertigo (BPPV) patient education materials obtained 
from traditional search engines (Google) and ChatGPT 
were compared and as a result it was found that the 
information in ChatGPT was harder to read, of lower 
quality, and more difficult to understand compared to 
the information in Google searches (25). 

In another study comparing chatbots, Bellinger et al. 
(26) asked ChatGPT, ChatGPT Plus, Google Bard and 
Microsoft Bing questions about six rhinology topics 
such as epistaxis, chronic sinusitis, sinus infections, 
allergic rhinitis, allergies and nasal polyps and 
evaluated the answers with criteria such as readability, 
quality, understandability and applicability. As a result 
of this study, Bard and Bing provided higher readability, 
while ChatGPT Plus stood out in terms of quality 
and accuracy. Both chatbots showed advantages in 
providing understandable and actionable information 
for patients (25,26). 

There are few studies on hearing and more have 
evaluated whether the Chat GPT can be a suitable 
source of patient information in this area (14,15). For 
example, one study reported that it could be used as 
an aid to medical documentation in cases of eustachian 
tube dysfunction (15). 

In an article discussing the future applications of 
chatbots in hearing health, the possible use of these 
tools by patients, clinicians and researchers was 
discussed, and from the perspective of patients, 
Swanepoel et al. stated that chatbots can be used 
for initial screening, making recommendations for 
interventions, patient education and support, but the 
accuracy of the information should be ensured (27). 

Patel et al. evaluated the performance of ChatGPT 
3.5 and 4.0 on ENT (Rhinology) Standardized Board 
Examination questions in comparison with residents. 
They stated that ChatGPT4, which is a higher version, 
performed much better and that artificial intelligence 
applications may be useful in ENT education (28).

Chiesa-Estomba et al. stated that ChatGPT can guide 
the clinician in decision-making processes (planning of 
cialoendoscopy) (7).

In their study, Sireci et al. stated that Chat-GPT can 
guide the choice of optimal treatment (29). 

Ayoub et al. compared whether ChatGPT and Google 
Search engine can be a resource for the rules and 
instructions that patients and their relatives should 
follow after pediatric ENT surgeries. It was emphasized 
that ChatGPT was inferior to Google Search engine, 
but it could be advantageous for both patients and 
clinicians when alternative sources of information are 
limited (16). 

In their study, Riestra-Ayora et al. (GPT-3.5) employed 
a question-based evaluation approach to assess the 
accuracy and reliability of responses generated by 
ChatGPT on rhinologic pathologies. Their findings 
suggest that ChatGPT can serve as a valuable 
information source for health professionals (30). Kuşçu 
et al. examined the accuracy and reproducibility of 
ChatGPT's answers to the questions asked in the field 
of head and neck cancers and stated that the answers 
were largely accurate and reproducible (4). 

Workman et al. stated that, in general, the ChatGPT 
answered more than 80% of the questions correctly 
and could be a resource (31). 

In our study, ChatGPT was asked detailed, open-ended, 
interpretative and specific knowledge-based questions 
in the field of audiology to investigate whether this 
application can help in the education process or exam 
preparations in the field of ENT and audiology. 

In the evaluation of the responses, the response 
categorization determined in the study by Kuşcu et al. 
(4).
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Another scale that can be used in such studies is the 
Likert scale (32). However, we preferred to use the 
categorization of Kusçu et al.

In the Likert scale, which is another classification 
similar to this classification, the responses are 
categorized as (1 = extremely unsatisfactory, 2 = 
unsatisfactory, 3 = neutral, 4 = satisfactory and 5 = 
extremely satisfactory) (32).

As in our study, it is thought that a new ChatGPT 
evaluation scale can be created by basing future 
studies on this or similar classifications. For example, 
(33-35) evaluated the accuracy and reproducibility of 
ChatGPT's responses to a series of questions about 
tinnitus. Three open-ended questions (divided into 
two groups, comprising basic and more comprehensive 
information) were posed again at three and six months. 
It was found that the majority of responses received at 
three months were of a higher quality, and no change 
was observed in the responses at six months compared 
to those at three months.

In our study, the evaluation of the accuracy and 
reproducibility of ChatGPT's answers to the questions 
asked in the field of audiology was investigated by 
asking the questions 2 times in a row. Similar to the 
study of Jedrzejczak WW et al. it was observed that 
the accuracy rates of the answers to the questions 
asked for the second time were higher. This result is 
consistent with the result we found in our study. The 
advantage of our study is that we have more questions 
(35).

Since the accuracy rate was higher in the second 
answers to the questions asked twice to the ChatGPT, 
it can be concluded that the questions should be asked 
repeatedly to the ChatGPT to reach the correct answer. 
It was observed that the correct answers were higher 
in hearing and balance than in general audiology. This 
may be due to data overload or it may be interpreted 
as inadequacy in terms of repeatability and reliability. 

Chat-GPT repeatability for hearing and balance 
questions was found to be high (90% and 80%, 
respectively).  In the study conducted by Kuşcu et al. 
(4), the repeatability was 94.1%, which is comparable 
to the results observed in the hearing and balance 

domain in our study. The reproducibility in the general 
audiology domain was found to be 65% in our study, 
which was lower than that reported by Kuşcu et al (4).

This result may support that more objective data can 
be obtained by grouping the questions even within the 
field and this can be considered as another positive 
aspect of our study. 

Another strength of our study is that there is no 
previous study specific to the field of audiology 
and the number of questions is the highest in this 
field. However, the preference for open-ended 
questions instead of multiple-choice questions may 
be a disadvantage since it requires interpretation and 
knowledge. This may negatively affect the accuracy 
rates of the answers to the questions. 

For example, in the general audiology category, the 
13th question; 

"What do you think about a patient who underwent surgery 
due to middle ear pathology in the right ear, showing 
lateralization of Weber test to the left and bilateral 
positive Rinne tests on postoperative examination?" was 
evaluated as "Completely incorrect/irrelevant (4)" 
for the 1st answer and "Mix of accurate - inaccurate/
misleading (3)" for the 2nd answer.

Open ended questions, which do not specify a single 
correct answer and require interpretation and 
creativity, expand the model’s probabilistic generation 
space. This increases the likelihood that, rather 
than reproducing high probability patterns from its 
training data, the model will deviate from context 
and introduce incomplete, misleading, or fabricated 
details (“hallucinations”). Moreover, because open 
ended prompts can admit many valid approaches, 
the model’s outputs are harder to verify rigorously 
and lack clear source grounding, further raising error 
risk. Finally, higher sampling temperature and similar 
hyperparameter settings amplify response diversity 
at the expense of consistency, thereby increasing the 
chance of incorrect or incoherent answers.

In the literature, studies with open-ended and case 
discussion questions were found. This makes the 
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results of our study supportable with the literatüre 
(31,36).

Riestra-Ayora et al. (30) used 65 questions (rhinology 
questions), Habib G. Zalzal et al. (37) used 30 
questions (pediatric ENT questions to inform patients 
and their relatives) and Ziya Karimov et al. (36) used 25 
questions (case presentation). In our study, a total of 
60 open-ended questions, 20 questions in each of the 
3 areas, were used. 

In the study of Zalzal et al. (37), it was observed that 
while the rate of complete accuracy was 56.7% in the 
first answers to open-ended questions, it increased to 
96.7% in the answers received for the second time, 
and at the same time, it was stated that asking the 
questions twice enabled reaching the correct answer, 
and this result is similar to our study. 

Hoch et al. reported that 57% of 2576 questions 
(479 multiple-choice and 2097 single-choice) were 
answered correctly and that single-choice questions 
were associated with a significantly higher rate of 
correct answers than multiple-choice questions. It 
was also emphasized that accuracy rates were lower 
for questions in audiology (71% incorrect answers) 
compared to other fields (8). 

In our study, we found that the accuracy rate for 
questions in the field of general audiology was lower 
than in other fields. 

CONCLUSION 

While providing access to basic information in a 
specialized field such as audiology, caution may be 
required as accurate information may be confused 
with errors that non-expert users may find difficult to 
recognize. This information can be used for educational 
purposes, under the control of experts in the field. 

It is indisputable that artificial intelligence will become 
an increasingly reliable source with the developments 
in technology and the studies to be carried out 
especially in the field of audiology. In addition to being 
a potential source of information for the time being, 
further studies are needed for it to become a useful 

tool in the decision-making process of clinicians in 
diagnosis and treatment.

Limitations

This study focuses on a specific version of ChatGPT, 
called GPT-4, and the responses it provided during a 
specific period. It is important to note that the results 
may vary with model updates. Comparative studies 
with different AI models may also be conducted in the 
future.

The responses were categorized based on accuracy, 
but the study did not analyze critical factors such as 
incorrect diagnosis and treatment due to the potential 
clinical consequences of inaccurate information. 

The questions posed were open-ended, resulting in 
lengthy answers, and the study had a limited number 
of questions for ease of evaluation. Future studies with 
more diverse questions could be beneficial.

It is also important to highlight that this study 
specifically provides guidance for healthcare 
professionals, and further research with guiding 
questions for patients and their relatives would 
contribute to the literature.
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